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Abstract

Security is a major concern in the design of modern communication systems. It is particularly challenging with wireless networks such as ad hoc networks. Ad hoc Networks are dynamically reconfigured. For this reason they are vulnerable to several major security threats.

This paper focuses on authentication and privacy in partitioned ad hoc networks. We consider the problem of managing revocation lists and discuss privacy issues.

1. Introduction

Ad hoc networks [5, 15] do not have a fixed network topology. Nodes are mobile and can communicate with each other while in range, but otherwise are disconnected. This node mobility causes frequent changes of the network topology, and possible partitioning. Ad hoc networks can be used to model several wireless applications, such as military operations in which the nodes are military units (soldiers, tanks and other vehicles, planes, etc.) equipped with wireless communication devices and more generally wireless communication system in which the fixed network is restricted. The restructuring of such networks is usually due to their mobility; however, it can also be caused by the enemy. The enemy can destroy captured devices try to use them to gather information or undermine the operations.

The traditional model for static networks with Byzantine faults [7] may be used to describe some of the security threats of ad hoc networks, but what characterizes ad hoc networks is that their structure changes continuously. Furthermore, the tools which are used to establish the security (authentication, confidentiality, integrity, availability and non-repudiation) of traditional networks cannot in general be easily adapted for the requirements of ad hoc networks, particularly when these get partitioned. Such issues must be addressed in order to secure ad hoc networks.

2 Authentication in Ad hoc Networks

Ad hoc networks use wireless data transmission. This makes them susceptible to passive attacks (eavesdropping) and active attacks (message replay, message substitution, impersonation, Denial of Service attacks, etc). Mobile nodes usually have low physical security. For example in the battlefield they can be easily captured or compromised. We also have insider attacks. In the Byzantine threat model such attacks can be directed to both the nodes and the controlling authorities (for example, a penetrated controlling authority may authorize nodes under the control of the adversary). Consequently, a centrally controlled trust infrastructure managed by a single Certification Service is a single point of failure. We therefore must use a distributed Certification Service in which the trust is managed by several authorities. The traditional approach is to use threshold cryptography [6]. This approach can be extended by using the proactive techniques proposed by Frankel, Gemmel, Mackenzie and Yung [11, 12]. These improve the robustness of the network system by allowing periodic public key updates [14]. Such an approach is used by Zhou and Haas [20] and by Luo, Zerfos, Kong, Lu and Zhang [17].

However with this approach one has to assume that every node of the network has two-way access to a (distributed) Certification Service, which manages the public key infrastructure. This may not be always possible for a network which gets partitioned in an ad hoc way. Several other approaches have been used [16, 18, 19], but all rely on the availability of a centrally managed Certification Service.

3 The Communication Graph: Partitions

The communication graph of an ad hoc network consists of the nodes of the network and links which corresponds to direct (one-hop) communication links. Communication between any two nodes A and B is only possible if there
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is a (multi-hop) path which links A to B. Any two nodes can communicate if the communication graph is connected. The problem with ad hoc network is that their communication graph is continuously reconfigured, and may become disconnected. Disconnected graphs are partitioned graphs for which communication is restricted to the (connected) partitions.

4 Authenticated Ad hoc Partitions

There are several Public Key Infrastructure (PKI) models that can be used to describe non-centralized trust management systems. For an ad hoc partition, with possible Byzantine faults, it is clear that no single node can be trusted with the management of an authentication infrastructure. In our protocol, it is therefore entrusted to the partition itself. Whatever infrastructure is used, it is important that it allows regular key updates, so as to address issues such as key revocation, key compromise, key expiration, etc. Since the partitions are disconnected this has to be restricted to the partitions, if there is no access to the Certification Service.

4.1 Model

We use a Byzantine threat model [7] in which the number of faulty nodes is bounded by \( k \). We shall assume that each node of \( U \) has a secret/public key pair \((SK_U, PK_U)\) which is certified by a (possibly distributed) Certification Service. These keys will be used to authenticate communication. The communication will be via multi-hop paths in the communication graph \( N \). We shall assume that \( N \) is partitioned and that at time \( t \), \( N = \bigcup P_i^t \), where \( P_i^t \) are its partitions. All nodes will have one-way access to the Certification Service so that they can access certificate lists.

4.2 A Partition Authentication Protocol

Since the certificate list is managed by the Certification Service and all the nodes can access it, we are only concerned with revocation in partitions, which cannot be forwarded to the Certification Service in our model. Revocation lists have to be available in all partitions with faulty nodes, otherwise the faults will be uncontrollable. We also need sufficient connectivity in each partition to guarantee secure communication. A Revocation Certificate for the public key \( PK_U \) of a faulty node \( U \) is a multi-signature [2] certificate:

\[ m_{\text{sig}}_{PK_{U_1}, PK_{U_2}, \ldots, PK_{U_{k+1}}} (PK_U, \text{revoke}), \]

where \( U_1, U_2, \ldots, U_{k+1} \) are nodes of the network. In such a certificate, \((k + 1)\) nodes revoke the certificate of node \( U \). Because of our bound \( k \) on the number of faulty nodes, \((k + 1)\) certificates are sufficient to prevent faulty nodes from framing a non-faulty node.

We shall make the following assumptions:

- **Maintaining revocation lists in partitions:**
  If the certificate of the nodes \( U_1^*, U_2^*, \ldots, U_s^* \) is revoked in a partition \( P_i^t \), then for all partitions \( P_j^t \) with \( t > t \), we require that:

\[ \text{either } P_i^t \cap P_j^{t'} = \emptyset \text{ or } |P_i^t \cap P_j^{t'}| \geq k + 1. \]

This condition guarantees that if \( s \) faulty nodes \( U_1^*, U_2^*, \ldots, U_s^* \) migrate to \( P_j^{t'} \) (along with up to \( k - s \) possibly undetected faulty nodes) there will always be at least one non-faulty node to pass on the revocation lists.

- **Reliable communication:**
  Each partition \( P_i^t \) with revocation lists for \( s \) nodes is at least \( 2(k - s) + 1 \) connected. This is needed to prevent Denial of Service attacks by the faulty nodes.

5 Privacy

Although we have not discussed privacy, it is easy to establish it by using appropriate cryptographic tools (for example, the Diffie-Hellman Key exchange [8]). However, there is still a traceability problem. The adversary can monitor the communication traffic in the partitions and obtain useful information. This is particularly important in military applications.

In this section we consider an authentication protocol in which nodes are assigned ID’s, which are then used to certify secret/public authentication keys. These keys are linked to the identity (ID) of the user.

5.1 Registration

Each node \( U \) of the ad hoc network is first assigned a long term secret/public identity pair: \((ID_{U,sec}, ID_{U,pub})\) by a Certification Service. This pair is determined by a one-way cryptographic trapdoor function \( f \). \( ID_{U,pub} \) is a binary string that identifies the node \( U \). For example it contains a physical description of \( U \), a serial number, the date of manufacture, etc. \( ID_{U,sec} \) is determined by using the trapdoor of \( f \): \( ID_{U,pub} = f(ID_{U,sec}) \). There are several trapdoor one-way functions that may be used for this purpose. We propose the Feige-Fiat-Shamir [9] identification scheme in which \( ID_{U,sec} \) is the quadratic residue of \( ID_{U,pub} \) modulo a composite number \( n \), i.e., \( ID_{U,pub} = (ID_{U,sec})^2 \mod n \), where \( n = pq \), with \( p, q \) primes. The prime factors of \( n \) are the trapdoor and are used to determine the quadratic residue \( ID_{U,sec} \). With this identification system, finding pairs of
numbers $x, y$ for which $y = x^2 \mod n$, and for which $y$ has the proper format, is as hard as factoring. Although for many applications the Certification Service is one entity, if required (for security reasons) we can distribute it’s functionality using threshold cryptography techniques [6].

The lifespan of the long-term secret/public identity pair $(ID_{U,sec}, ID_{U,pub})$ will be that of the system. This means that the identification process must not expose any knowledge about the secret key. For this purpose we use the Feige-Fiat-Shamir interactive identification proof system of knowledge [9]. Interactive Proof systems leak no knowledge other than one bit: the truth (or falsehood) of the statement in consideration. There are several variants one may wish to consider. For example, the Fiat-Shamir [10] signature scheme (a non-interactive proof which leaks minimal knowledge) or the Burmester-Desmedt [3] broadcast interactive proof system which is a multiple verifier proof system.

We shall assume that the long-term secret/public identity pair $(ID_{U,sec}, ID_{U,pub})$ is stored on a tamper-resistant device which is attached to the node in a tamper-resistant way. The adversary cannot detach this from its device and use it on another device without destroying it (i.e. we require that the identity of a node cannot be detached from that node).

5.2 A Partitioned Authentication Protocol

Each node $U$ in the partition first chooses an updated secret/public key pair $(SK_U, PK_U)$ and then proves to all its neighbors that $PK_U$ is its chosen public key, by linking it to its identity $ID_{U,pub}$. This can be achieved by using a zero knowledge proof system of knowledge of both $ID_{U,sec}$ and $SK_U$. We may use the Fiat-Shamir signature scheme [10] (in this case security is proven in the Random oracle model by Bellare and Rogaway [1]), or a variant of the broadcast interactive proof system by Burmester-Desmedt [3]. Once the local neighborhood infrastructure is established, the partition infrastructure can be determined by using the Burmester-Desmedt unknown networks protocol [4]. The security of this protocol depends on the number of faulty nodes $t$. If $k$ is bound on the number of faults, the security of the network is proven [4] provided the partition is $(2k + 1)$ connected and $t \leq k$. Security is reduced to that of identification scheme and the signature scheme.

6 Concluding Remarks and Open Problems

We have considered the problem of securing ad hoc networks in the general case when the network is partitioned. With large networks, scalability is a major concern. To establish the structure (graph) of a partition we can use the method proposed in the Burmester-Desmedt unknown network protocol [4]. Each node, Round Robin floods an authenticated query:

Who is there? send me a list of your neighbors.

Round Robin is used to prevent Denial of Service attacks. The graph is then easily determined. Nodes communicate via $(2k + 1)$ vertex-disjoint paths. However, this protocol is not very efficient.

Open Problems

- Find efficient ways to establish the structure of the partition.
- Extend the unknown network protocol for proactive security.
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